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Project Description 
Naming a movie requires deliberation because the title of a film plays a significant role in attracting 
audience at first glance. My master project aims to develop an interactive data visualization project to 
explore the hidden mechanism forming the titles of movies, especially in the context of culture and 
aesthetics. 

This report provides details of the preparation works for my master project PUZZLES OF NAMING  
(A Visualization based on the Analysis of the Titles of Films) from two aspects: 1) data collection and 2) 
data analysis methods and part of results. Further studies are required to convert extracted information of 
the titles from data analysis results into visual representations and to evaluate various technical 
approaches by user studies. 

Data Collection 
The dataset of the project will be acquired from the Full MovieLens Dataset (https://www.kaggle.com/
rounakbanik/the-movies-dataset), a product of member activity in the MovieLens movie recommendation 
system. The raw data contains information on 45,000 movies featured in the Full MovieLens Dataset. 
Features include release titles, dates, genres, and overviews. 

Data analysis Methods & Approaches  

Basic Data Analysis for raw data  

After pre-processing the raw data, analyze the data by investigating every word in the titles via NLP 
(Natural Language Processing). NLTK (Natural language Toolkit) is a leading platform for building Python 
programs to work with human language data. I used these text processing libraries provided by NLTK to 
finish three kinds of analyses: tokenization to count word frequency, pos (part-of-speech) tagging, and 
sentiment analysis 

https://www.kaggle.com/rounakbanik/the-movies-dataset
https://www.kaggle.com/rounakbanik/the-movies-dataset


1) The trend of the length of titles 
      This line chart shows the trend of the length of titles over times. The vertical axis is the average    
number of words in titles every 10 years.  It is obvious that the titles of films are getting shorter. 

2)  The trend of the most frequently appeared word (mp4 file attached in the attachments) 



Advanced Statistical Topic Modeling: LDA Modeling (Latent Dirichlet allocation) 
LDA is a popular topic model to investigate the latent topics of each documents in a given corpus.LDA 
assumes that each document is composed of a number of topics, and each word in the document is 
attributable to one of those topics [Blei et al. 2003] 

Below are the 10 topics I trained from the dataset. Each topic consists of 10 most frequently appeared 
key words. 



pyLDAvis is designed to help users interpret the topics in a topic model that has been fit to a corpus of 
text data. The package extracts information from a fitted LDA topic model to inform an interactive web-
based visualization. Below is the visualization based on the previous result developed with pyLDAvis 
Library.  
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