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Abstract 

In this report, I repeatedly draw samples of increasing size to demonstrate that higher sample size results 

in a more representative sample. I use all checkouts in 2018 as my population and use item type 

distribution as the main parameter to evaluate how well samples represent original data. I was able to 

achieve acceptable results with sample sizes of 50000 and 100000 (1.5% and 3% of the population). 

Report 

I will use the data from 2018. Query 1 will get the counts of all item types checked out in 2018 and select 

top 15 item types (to make comparison easier). The following Queries (2,3,4,5,6,7,8,9) will repeat the 

same process, but instead of using all available data will draw samples with increasing sample size 

(100,500,1000,2000,5000,10000,20000,50000,100000) by manipulating the limit() command.  

QUERY 1 

select 

itemType, 

count(*) as counts 

from spl_2016.inraw 

where year(cout)=2018 

group by 1 

order by 2 desc 

limit 15 

QUERIES 2,3,4,5,6,7,8,9 

select 

itemType, 

count(*) as counts 

from ( 

select * 

from spl_2016.inraw x 

where year(cout)=2018 

order by rand(123) 



limit 100) y 

group by 1 

order by 2 desc 

limit 15 

RESULT 

The results are stored in the csv files with corresponding names (itemtypes_all_data and 

itemtypes_sample_N). The following table visualizes the proportion of different item types from each 

draw (“counts” corresponds to the original, full data table, “counts_N” correspond to each of the 

samples). For reference, the total number of counts in the original data is around 3.3M. That means, that 

the highest sample (100k) is about 3% of the population. Missing values are highlighted with red. 

 

We can see several things: 

1) Low sample sizes tend to miss the range of item types present in the original data. They either 

exclude certain types (see counts_100) or also include certain types that are not in the original 

data (see counts_5000). 

2) The higher the sample size, the more accurate this category representation is. We start to see an 

accurate situation at sample size of 50k (1.5% of the population) and 100k (3% of the population). 

Next, I would like to see how closely the proportions of different item types in my samples match the 

proportions of the original data. While this table does give some idea, I will divide all columns by the 

“counts” column, effectively centering the results on the original data. The result is displayed below: 



 

Note that missing values from the original data were propagated into the sample columns as the result of 

this operation (which is normal). 

This table shows the mismatches between sample item type distributions and population item type 

distribution. The main criterion for accuracy here is to have all numbers as close to 1 as possible. For the 

next step, I will get an average inaccuracy value for each sample size (by subtracting 1 from each column, 

taking the absolute value of the results and averaging the resulting vectors) : 

 

We have to keep in mind that this graph visualizes sample inaccuracy only for those item types that are 

present in each sample. Clearly, the level of inaccuracy goes down as sample size increases (reaching the 



lowest value of 5.3% for the sample size of 100000). Interestingly, there is a fairly small inaccuracy for one 

of the smallest sample size – 500. We have to be mindful, however, that this sample only has 7 out of 15 

item categories.  

That being said, the best sample size selection should balance three things in this case: representativeness 

of different item types, accuracy of the sample distribution, and the lowest possible sample size for 

computational efficiency. 50k and 100k samples are the only ones able to represent all categories, so they 

will make the short list. The choice between these two is the matter of trade off between inaccuracy (6.9% 

vs 5.2%) and size (1.5% and 3% of the total 3.3M population, respectively). 

Conclusion 

This report shows that increasing sample size will lead to decreased sample error. Typically in statistics, 

a sample size of 10% is considered the best. However, since the population dataset is very big in my case 

(3.3M rows), I was able to achieve reasonable results with far smaller samples (1.5% and 3%, which is, 

however, still a lot, given size of the data) 

 


